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A. Student-t Nonzero alphas

In this section, we present results on the sensitivity of the False Discovery Rate (FDR) estimators
to the presence of fat tails.
For this purpose, we simulate fund alphas from a mixture of a point mass at 0 and a ¢-distribution,
that is,
a~r%" + (27 + 7 fiwe (IA.1)

varying across simulations the proportion of zero-alpha funds (7 °) from 95% to 1% and the degrees
of freedom of the 7-distribution (v,) from 2 to 25. In Table IA.I, we present the results from this
simulation analysis. The main effect we observe in this table is one we also note in Section II.B in
the paper: the bias in the FDR estimates increases as the point mass at zero becomes smaller (as
we move down across the table). The secondary effect is that the presence of fatter tails in the fund
alpha distribution (as we move to the left across the table) ameliorates the bias in the FDR estimates.

However, this effect is very weak and the bias is still large even when the tails are very fat.
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Table TA.I: Estimates of Alpha Group Proportions — Student-r Nonzero as

Results from simulations in which nonzero as (expressed as annualized percentages) are generated from a
variety of Student’s ¢ distributions. That is, a ~ 79%° + (7[‘ + 7r+) fi(wa)> Where 79 7~,and 7= are the
proportions of funds with zero, negative, and positive a, respectively, ¢° is the Dirac mass at 0, and f;(,,) is
the density of the Student-r with v, degrees of freedom. ¢ (v,,) is symmetric around 0, so 7~ = & ™. Across

rows, the DGPs differ in the true proportions &

0

, w~,and 7T (written in the table’s leftmost column), and

across columns they differ in the degrees of freedom v, of the ¢ distribution for the nonzero as (written in
the table’s top row). Other simulation parameters are as described in Section II.A in the paper. In the table,
we report the mean (across 1,000 repetitions) estimated proportions from the FDR methodology and their
standard deviations (in parentheses). Each cell of the table is shaded, with darker shades corresponding to

estimates with greater bias.

DGP A-T-1:

DGP A-T-2:

DGP A-T-3:

DGP A-T-4:

DGP A-T-5:

DGP A-T-6:

DGP A-T-7:

DGP A-T-8:

7% =95.00%
T~ = 2.50%
t = 2.50%
70 =75.00%
T~ = 12.50%
t =12.50%
70 = 50.00%
T~ =25.00%
t =25.00%
70 =20.00%
7~ = 40.00%
zt =40.00%
70 =10.00%
T~ =45.00%
t =45.00%
70 = 5.00%
T~ =47.50%
t =47.50%
70 = 2.00%
T~ =49.00%
t =49.00%
70 = 1.00%
T~ =49.50%
t =49.50%

Vg =2 Vg =3 Vg =95 v = 10 v = 15 Vg =25
97.84 (295) 98.14 (295) 98.45 (295 98.34 (2.95) 98.36 (295 98.29 (2.95)
0.89 (263 0.75 (263) 0.68 (263) 0.70 263) 0.68 (263) 0.70 (2.63)
1.26 (1.33) 1.11 (132 0.87 (1.32) 0.97 (132) 097 (1.32) 1.01 (1.33)
92.71 (293) 93,99 (293) 94.86 (294 95.04 (294 95.06 (294 95.19 (294
341 @62) 277 (63) 229 (263) 2.19 (263) 2.12 (263) 2.14 (2.63)
3.87 (1.36) 324 (135 285 (1.35 2.77 (134 282 (1.34) 2.68 (1.34)
85.84 (289) 87.62 (290) 89.12 (291 90.57 (292) 90.59 (2.92) 90.98 (2.92)
6.75 (61) 571 (62) 500 (262) 445 (262) 434 (262) 422 (262)
741 (139 6.67 (138 589 (137) 498 (1.37) 5.07 (1.36) 4.80 (1.36)




B. Cross-sectional Error Correlation

In this section, we present results on the sensitivity of the FDR estimators to the presence of
cross-sectional correlation in the error term of the model of returns. In particular, we focus on
correlation arising form a latent linear factor structure in the errors as in Jones and Shanken (2005),
which captures the role of non-priced factors. We generate unbalanced panels with cross-sectional
and time-series dimensions similar to those in the real data and we use the baseline discrete data
generating processes (DGPs) for alpha, but we replace the baseline assumption &;; ~ N (0, 02) in
the paper with ¢;; := G}0; + &;. G, is a vector of four latent factors, one on which all funds may
load and three strategy-specific factors on which only funds with a specific investment strategy
(Growth & Income, Growth, or Aggressive Growth) may load, ¢; are fund-specific loadings, and
iy~ N (O, al.*z) with ¢;* a fund-specific standard deviation. The fund-specific parameters J; and
o we use in our simulations are estimated from the data (for details on the estimation, see Geweke
and Zhou (1996) and Andrikogiannopoulou and Papakonstantinou (2016)).

We note that the baseline assumption &;; ~ N (0, 02) assumes error independence and also
error variance homogeneity across funds, while &;; := G/d; +&;; not only allows for cross-sectional
error correlation but also for error variance heterogeneity. As a result, we first present in Table
IA.II intermediate results on simulations that simply replace the assumption g;; ~ N (O, 02) with
eir ~ N (0, al.z), where aiz is fund-specific error variance. That is, Table IA.Il is a variation of Table
V in the paper, the only difference being that the former allows for error variance heterogeneity.

Next, in Table IA.III, we present the results from the simulation analysis that allows for both
error variance heterogeneity and cross-sectional error correlation. Comparing these results with
those in Table IA.II, we see that the mean and standard deviation of the FDR estimates is very
similar both with (in Table IA.IIT) and without (in Table IA.II) cross-sectional error correlation,
for most alpha DGPs. The main difference is that — as a consequence of the increased estimator
variability in the presence of cross-sectional error correlation that is discussed in detail in Section
IL.D in the paper (and which is not taken into account by the analytic standard deviations reported
in Tables IA.III and IA.II) — when the true proportions are near the natural boundaries of 0 and
1, the FDR estimator becomes biased, even for very large values of a. Indeed, in Table TA.III,
we see that for the first DGP (for which 7T = 0.5%) the estimates of 7+ are five to seven times

larger than the true value, even for a = 3.5%.
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Table IA.II: Estimates of Alpha Group Proportions — Heterogeneous Errors

Results from simulations in which — as in Table V in the paper — the sample of funds is an unbalanced panel
and nonzero as (expressed as annualized percentages) are generated from a variety of discrete distributions
G.e., a ~ 70" + m=o; + 7r+5;), but additionally the variance of the error in the model of returns is
heterogeneous across funds. That is, in Equation 3 we replace the assumption &; ~ N (0, 02) with
&ir ~ N (0, 0?). The distribution of 6; used in the simulations is estimated from the residuals of the fund-by-
fund regressions using the real data; the mean estimated value across funds is 0.022. Across rows, the DGPs

O 7~,and z % (written in the table’s leftmost column), and across columns

differ in the true proportions 7
they differ in the distance a of nonzero as from zero (written in the table’s top row). In the table, we report
the mean (across 1,000 repetitions) estimated proportions from the FDR methodology and their standard
deviations (in parentheses). Each cell of the table is shaded, with darker shades corresponding to estimates

with greater bias.

DGP A-D-1: z° =93.75% 98.48 (247 97.80 (247 97.33 (247) 96.57 (246) 96.15 (246) 95.76 (2.46)
T~ = 575% 090 219 149 @19 202 219 256 219 3.05 219 337 219
t = 0.50% 0.62 (.09 0.71 (1.08 0.66 (1.08) 0.87 (1.08) 0.80 (1.08) (.87 (1.08)

DGP A-D-2: 7° =87.50% 97.98 (247) 96.27 (246) 95.04 (246) 93.57 (245 92.08 (245 91.14 (244
= =11.50% 1.54 219 3.07 18 434 (218) 5.62 (218 6.87 (217 772 (217
t = 1.00% 049 (108 066 (107 0.62 (1.07) 0.81 (1.06) 1.06 (1.06) 1.13 (1.06)

DGP A-D-3: 7° =75.00% 96.39 (246) 93.11 (245 89.74 (244) 87.03 (242) 84.94 (241) 82.69 (2.40)
T~ =23.00% 335 218 648 217) 951 (216 12.04 (215 14.02 (214 1593 (2.13)
t = 2.00% 027 (105 042 (104 075 (1.03) 093 (1.02) 1.04 (1.02) 1.38 (1.02)

DGP A-D-4: 7° = 62.50% 94.12 (245) 89.43 (244) 85.01 (241 80.61 (239 77.23 237 74.09 (234
= =34.50% 5.66 217) 10.15 15 14.41 (13) 1845 (11) 2145 (209 24.19 (.07
t = 3.00% 022 (1.03) 0.42 (1.000 0.58 (099 0.94 (098) 1.32 (097 1.71 (097

DGP A-D-5: z° =50.00% 92.58 (245 8596 (242) 79.73 (238) 74.07 (234 6930 (2300 65.66 (227
= =46.00% 7.32 215 13.79 (.12) 19.64 (2.09) 24.76 (2.06) 2892 (2.03) 32.18 (2.00)
t = 4.00% 0.10 1.000 025 (09) 0.63 (095 1.17 (093) 1.77 (092) 2.16 (0.92)

(240) 7478 (235 67.55 (228 61.69 (222) 57.17 (2.17)
(2100 2471 (206) 31.24 (201 36.39 (1.96) 40.17 (1.92)
0.93) 0.51 090 1.22 (089 1.92 (087) 2.66 (0.86)

DGP A-D-6: z° =37.50%
T~ =57.50%
t = 5.00%

DGP A-D-7: z° =25.00% (238) 69.54 (230) 61.35 (222) 54.06 (2.13) 48.41 (2.05)

T~ = 69.00% (2.07) 3737 (194) 4349 (1.88) 4841 (1.81)
= 6.00%
DGP A-D-8: 70 = 6.25%
7~ = 86.25%
= 7.50%
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Table IA.III: Estimates of Alpha Group Proportions — Heterogeneous and Correlated Errors

Results from simulations in which the sample of funds is an unbalanced panel and nonzero as (expressed as
annualized percentages) are generated from a variety of discrete distributions (i.e., & ~ 7°° + 7 =6, + 7 5}
as in Table V), but additionally the errors in the model of returns are heterogeneous and correlated across
funds. That is, we allow for a heterogeneous latent linear factor structure for the error as in Jones and Shanken
(2005), i.e., in Equation 3 we replace the assumption &;, ~ N (0, 0?) with &;, = G|, + &, where G, is
the vector of latent error factors, J; are fund-specific error factor loadings, and &;; ~ N (O, 0{*2) with ai*z
fund-specific. The fund-specific J; and ;" used in the simulations are estimated from the data. Factor returns
and loadings are drawn from their empirical distributions, as described in Section II.A in the paper. Across
rows, the DGPs differ in the true proportions 7°, 7 =, and 7+ (written in the table’s leftmost column), and
across columns they differ in the distance a of nonzero as from zero (written in the table’s top row). In the
table, we report the mean (across 1,000 repetitions) estimated proportions from the FDR methodology and
their standard deviations (in parentheses). Each cell of the table is shaded, with darker shades corresponding
to more biased estimates.

DGP A-D-1: 7° =93.75%

= 575%
zt = 0.50%
DGP A-D-2: z° =87.50%
= =11.50%
zt = 1.00%
DGP A-D-3: 70 =75.00%
T~ =23.00%
zt = 2.00%
DGP A-D-4: z° =62.50%
T~ =34.50%
t = 3.00%
DGP A-D-5: z° =50.00%
T~ = 46.00%
t = 4.00%
DGP A-D-6: z° =37.50%
T~ =57.50%
t = 5.00%
DGP A-D-7: z° =25.00%
T~ = 69.00%
t = 6.00%

DGP A-D-8:
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C. Variations of DGPs

In this section, we present simulation results from variations of the data generating processes
we use in the simulations in the paper.

Table TA.IV is a variation of Table I in the paper, the difference being that in the former we
simulate alphas from a distribution in which the ratio Z—; of negative-alpha to positive-alpha funds
is smaller. In more detail, in the simulations in both tables, nonzero as are generated from a variety
of discrete distributions (a ~ 7% + m~o; + 7r+6;'), but in Table I in the paper the ratio Z—;
equals 11.5 while in Table IA.IV this ratio equals 6. The ratio 75 = 11.5 is the one that Barras,
Scaillet and Wermers (2010) — hereafter BSW — use in their simulations, therefore we also use
it for comparability in Table I and in most of our analysis in the paper. The ratio 7’;—; = 6 is the
one estimated by Andrikogiannopoulou and Papakonstantinou (2016) using the real data.

Table IA.V is a variation of Table III in the paper, the difference being that in the former we
simulate alphas from a normal distribution that is not centered at zero alpha. In more detail, in
the simulations in both tables, nonzero as are generated from a variety of normal distributions
(a ~ 79° + (n_ + 7r+) f/\/( #a’gg)), but in Table III in the paper the normals are centered at
o = 0 while in Table IA.V the normals are centered at o« = —0.8% annualized. In Table III in the
paper we use normals centered at a = 0 for easier exposition, but here in Table IA.V we provide
additional results from normals centered at o = —0.8% as they are more realistic (see Jones and
Shanken (2005), Andrikogiannopoulou and Papakonstantinou (2016)).

Table IA. VI is a variation of Table IV in the paper, the difference being that in the former we sim-
ulate alphas from a distribution in which nonzero alphas are larger. In more detail, in the simulations
in both tables, nonzero as are generated from o ~ 795047 _50-7+7r+5; with7? = 9%, 7~ = 78%,
n T = 13%, but in Table IV in the paper the nonzero alphas are intermediate at & = 1% annualized
while in Table IA.VI the nonzero alphas are large at & = 2% annualized. Intermediate nonzero al-
phas of about —1% and +1% (for negatives and positives, respectively) are roughly consistent with
the estimation results of Andrikogiannopoulou and Papakonstantinou (2016) using the real data,
hence we use these values in the analysis in Table IV in the paper. We use larger nonzero alphas of
about —2% and +2% in Table IA.VI here, to examine whether our results on varying the number

of funds N and the number of observations per fund 7" are sensitive to the magnitude of alpha.
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Table IA.IV: Estimates of Alpha Group Proportions — Discrete Nonzero as, with Small Z—;

Results from simulations in which nonzero as (expressed as annualized percentages) are generated from a
variety of discrete distributions. That is, & ~ 793° + 7 =6 + 7+, where z°, 7=, =+ are the proportions

of funds with zero, negative, and positive a, respectively, and oY, [ 5; are Dirac masses at 0, —a, +a,
respectively. This analysis is similar to that presented in Table I in the paper, the difference being that the ratio
of negative-alpha to positive-alpha funds is large (;[—; = 11.5) in Table I and substantially smaller (;—; =0)

here. Across rows, the DGPs differ in the true proportions 7

0

,m~,and 7", and across columns they differ in

the distance a of nonzero as from zero. In the table, we report the mean (across 1,000 repetitions) estimated

proportions from the FDR methodology and their standard deviations (in parentheses). Each cell of the table
is shaded, with darker shades corresponding to estimates with greater bias.

DGP A-D-1b:

DGP A-D-2b:

DGP A-D-3b:

DGP A-D-4b:

DGP A-D-5b:

DGP A-D-6b:

DGP A-D-Tb:

DGP A-D-8b:

70 =96.50%
~ = 3.00%
t = 0.50%
70 =93.00%
T~ = 6.00%
zt = 1.00%
7% = 86.00%
= = 12.00%
zt = 2.00%
7% =179.00%
7~ = 18.00%
zt = 3.00%
70 =72.00%
7~ = 24.00%
t = 4.00%
7% = 65.00%
7~ = 30.00%
t = 5.00%
70 =58.00%
7~ = 36.00%
zt = 6.00%
70 =47.50%
7~ =45.00%
t = 7.50%

a=10 a=15 =20 a=25 a=30 a=35
9833 (295) 98.12 (295 97.49 (295) 96.87 (294 96.46 (2.94) 96.71 (2.94)
0.80 262 1.06 262 147 262 196 (262 243 262 228 (262
0.86 (131) 082 (131) 1.04 (13) 1.18 (31 1.11 (3) 1.01 (3D
97.85 (295) 96.84 (294) 95.69 (294 9455 (294) 9395 (293) 93.31 (2.93)
134 @62 211 @62 3.16 61) 403 @6l) 474 61) 528 (261
0.81 (1300 1.05 (130) 1.14 (1300 142 (130) 131 (129 1.41 (129)
97.14 (295) 94.04 (293) 91.68 (292) 89.08 (291) 87.59 (2.90) 86.74 (2.90)
223 @61) 489 (2600 693 (260) 8.86 (259 1020 (258 11.02 (258
0.63 (128 1.08 (128) 139 (127) 206 (127) 221 (127) 224 (128)
9570 (294) 91.65 (292) 87.67 (290) 83.98 (288 81.63 (286) 80.20 (2.85
363 (260) 725 259 1064 258 1339 (256 1558 255 1671 (2.54)
0.68 (126) 1.11 (1260 1.69 (125 262 (126) 279 (125 3.09 (125)
9429 (293) 88.54 (291) 83.05 (287) 78.41 (284) 7535 (281) 73.75 (2.80)
506 260) 10.05 @57 14.63 (55 1822 (253) 20.83 (51) 2228 (2.50)
0.65 (125 142 (124) 232 (123) 338 (123) 382 (123) 3.97 (123)
0248 (293) 85.84 (289) 78.83 (284) 7320 (279 6921 (275 66.92 (272)
6.79 259 12.89 (256) 18.35 (252) 2276 (249) 26.16 (246) 28.09 (2.44)
0.72 (123) 127 (122) 282 (121) 404 (121) 463 (121) 499 (121)
0146 292)' 8299 (287) 7442 (280) 68.07 (274 63.42 (2.68) 60.51 (2.64)
808 258 15.55 (254 22.00 (49) 2736 (244) 31.08 (41) 33.49 (2.38)
_ 145 (119 3.57 (119 457 (1.18) 550 (118) 6.00 (119
78.80 (284) 68.06 (74 59.61 (2.63) 5407 (255 50.62 (2.49)
@51) 27.88 (243) 3432 (236) 38.86 (2300 41.94 (2.26)
406 (.15 6.08 (114 7.07 (115 7.44 (115
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Table IA.V: Estimates of Alpha Group Proportions — Normal Nonzero as, Centered at —0.8%

Results from simulations with nonzero as (expressed as annualized percentages) generated from a variety of
normals. That is, & ~ 7°5° + (7[‘ + 7[“‘) f N (=08,02)> where 7°, 7 =, =t are the proportions of funds with
zero, negative, and positive a, ¢° is the Dirac mass at 0, and f N (=08,02) is the normal density with mean
—0.8 and standard deviation o,. This analysis is similar to that presented in Table III in the paper, with the
difference that here V' (—0.8, ¢2) is nor symmetric around 0, so Z varies with o,. Across rows, the DGPs
differ in the true proportions 7°, 7=, and 71 (written in the table’s leftmost column), and across columns
they differ in the standard deviation ¢, hence also in the ratio Z—; (both written in the table’s top row). In the
table, we report the mean (across 1,000 repetitions) estimated proportions from the FDR methodology and
their standard deviations (in parentheses). Each cell of the table is shaded, with darker shades corresponding
to estimates with greater bias; estimates with no bias have no shading and estimates with the maximum
possible bias have the darkest shading.

o, = 0.5 o, =1.0 o, =15 o, =2.0 o, =3.0 o, = 5.
=173 =37 =24 L. =19 =15 ZI:=13

DGP A-N-1b: 7% =95.00% 98.31 (295 98.03 (295 97.65 (295 97.53 (295 97.13 (295 96.30 (2.94)
1.03 (262) 1.06 (262) 139 (262) 130 (262) 1.54 (2.62) 1.96 (2.63)
0.66 (1300 091 (13hH 096 (13hH 1.17 A3hH 133 (132 1.75 (1.33)

DGP A-N-2b: 7° =75.00% 95.70 (294 9336 (293) 91.17 (292) 88.85 (291) 85.68 (2.89) 81.67 (2.86)
399 260) 578 (260) 691 (260) 8.04 (260) 9.16 (2.60) 10.39 (2.59)
030 (24 0.86 (126 192 (129 3.11 A3 516 (135 7.93 (1.38)

DGP A-N-3b: 7% = 50.00% 91.46 (2.92) 87.66 (290) 82.52 (287) 78.09 (283 7091 (277 63.90 (2.69)
8.43 (256) 11.68 (256) 14.34 (256) 16.00 (255 18.38 (2.53) 20.87 (2.49)
0.11 (.16p  0.66 (1200 3.15 (126) 591 (1300 10.71 (1.36) 15.23 (1.4D)

64.90 (2.70) 53.98 (2.55) 42.28 (2.33)
25.81 (245) 33.15 (227
24.57 (142

35.10 (2.16)
37.10 @.17)
27.80 (1.41)

31.43 .07
39.37 (.11
29.20 (1.41)

29.45 (.01
40.42 (2.08)
30.13 (141

DGP A-N-4b: 70 = 20.00%

DGP A-N-5b: z0 = 10.00%

DGP A-N-6b: 70 = 5.00%

DGP A-N-7b: z0 = 2.00%

DGP A-N-8b: z0 = 1.00%
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Table IA.VI: Estimates of Alpha Group Proportions — Varying N and T, with Large Nonzero as

Results from simulations in which we vary the number of funds N and the number of observations T for each
fund in the sample, assuming a balanced panel. In all simulations, as (expressed as annualized percentages)
are generated from a ~ 7°9° + 776 + n 767, with z° = 9%, 7~ = 78%, =™ = 13% the proportions
of funds with zero, negative, and positive a, respectively, and 6°, 6, 63 the Dirac masses at 0, —a, +a,
respectively. This analysis is similar to that presented in Table IV in the paper, with the difference that here
we have a = 2% instead of & = 1%. The values for 7°, 7 =, 7+ are motivated by the estimation results of
Andrikogiannopoulou and Papakonstantinou (2016) using the real data for U.S. equity mutual funds. Across
rows, the DGPs differ in the number N of funds in each sample (written in the table’s leftmost column), and
across columns they differ in the number T of observations per fund in the sample (written in the table’s
top row). In the table, we report the mean (across 1,000 repetitions) estimated proportions from the FDR
methodology and their standard deviations (in parentheses). Each cell of the table is shaded, with darker
shades corresponding to estimates with greater bias; estimates with no bias have no shading and estimates
with the maximum possible bias have the darkest shading.

T =180 T =384 T =500 T =750 T =1,000 T =2,000

N =1,400: 7% = 9.00% 45.16 (39 36.23 (2.19) 23.59 (1.83) 1695 (157 9.67 (1.21)
r~ =78.00% 47.88 (.14 54.67 (2.00) 64.73 (1.75) 70.25 (159 77.14 (1.37)

7t =13.00% 6.96 (1.01) 9.10 (1.00) 11.68 (0.99) 12.80 (0.99) 13.19 (0.98)

N =2,000: 7% = 9.00% 45.14 (2.00)0 36.14 (1.83) 23.60 (1.53) 16.89 (1.32) 9.61 (1.0D)
r~ =78.00% 4794 (1.79) 54.72 (1.67) 64.66 (1.47) 70.37 (1.33) 77.20 (1.14)

xt =13.00% 6.92 (084) 9.14 (084 11.74 (0.83) 12.74 (0.83) 13.20 (0.82)

N =3,500: 7% = 9.00% 4491 (15D 36.11 (139 23.66 (1.16) 16.95 (1.000 9.62 (0.76)
r~ =178.00% 48.07 (1.35) 54.82 (1.26) 64.65 (1.11) 70.35 (1.00) 77.21 (0.87)

xt =13.00% 7.02 (064) 9.07 (063) 11.68 (0.63) 12.70 (0.62) 13.17 (0.62)

N =5,000: 7% = 9.00% 45.02 (1.26) 36.20 (1.16) 23.73 (0.97) 17.06 (0.84) 9.68 (0.64)
r~ =78.00% 4797 (1.13) 54.70 (1.06) 64.64 (0.93) 70.29 (0.84) 77.17 (0.73)

xt =13.00% 7.01 (053 9.10 (053) 11.63 (0.52) 12.65 (0.52) 13.15 (0.52)
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D. Additional Results

In this section, we present results from an additional simulation that is useful in understanding
some of the main simulation results presented in the paper.

Table IA.VII is a variation of Table I in the paper, the difference being that in the former
the number of observations per fund in each simulated sample is smaller. In more detail, in
the simulations in both tables, nonzero as are generated from a variety of discrete distributions
(a ~ 700 + 7 o5 + 7l'+5;-), but in Table I in the paper the number of observations 7 per fund
equals 384 while in Table IA.VII the number of observations T per fund equals 180. The value
T = 384 is the one that BSW use in their simulations, therefore we also use it for comparability
in Tables I through IV in the paper. The value 7" = 180 used in Table IA.VII is the mean number
of observations per fund in the real data. We note that the samples of funds used in the simulations
for both tables are balanced panels, so comparing the results in Tables I and IA.VII is useful in
understanding whether the differences in the simulation results presented in Tables I and V in the

paper are more due to using in the latter an unbalanced panel or more due to using a shorter panel.
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Table IA.VII: Estimates of Alpha Group Proportions — Small T

Results from simulations in which nonzero as (expressed as annualized percentages) are generated from a
variety of discrete distributions (i.e., & ~ 7°6° 4+ 7 0, +m +5; as in Table I), but the number of observations
per fund is equal to 180, i.e., the mean number of observations per fund in the real data. Across rows, the

DGPs differ in the true proportions 7

0

, w~,and ™ (written in the table’s leftmost column), and across

columns they differ in the distance a of nonzero as from zero (written in the table’s top row). In the table,
we report the mean (across 1,000 repetitions) estimated proportions from the FDR methodology and their
standard deviations (in parentheses). Each cell of the table is shaded, with darker shades corresponding to
estimates with greater bias; estimates with no bias have no shading and estimates with the maximum possible

bias have the darkest shading.

DGP A-D-1:

DGP A-D-2:

DGP A-D-3:

DGP A-D-4:

DGP A-D-5:

DGP A-D-6:

DGP A-D-7:

DGP A-D-8:

79 =93.75%
T~ = 575%
t = 0.50%
79 =87.50%
= =11.50%
zt = 1.00%
70 =75.00%
T~ =23.00%
t = 2.00%
9 = 62.50%
T~ =34.50%
t = 3.00%
79 =50.00%
T~ = 46.00%
t = 4.00%
79 =37.50%
T~ =57.50%
t = 5.00%
79 =25.00%
T~ = 69.00%
t = 6.00%
% = 6.25%
T~ =86.25%
t = 7.50%

a=10 a=15 a=20 a=25 a=3.0 oa=35
98.33 (295) 97.82 (2950 97.21 (294 96.76 (2.94) 9594 (294) 95.07 (299
0.90 262 143 (262 1.83 (262) 243 (261 298 (261) 370 (6D
078 (1300 075 (1300 096 (129 0.82 (129 1.08 (129 122 (129
97.87 (295 96.70 (294 95.69 (294 93.79 (293) 92.60 (293 9091 (292
147 (262 251 (61) 371 (61) 521 (260) 6.34 (2.60) 7.87 (2.59)
0.66 (129 0.80 (128 0.60 (128 1.01 (1.27) 1.06 (1.27) 1.22 (1.26)
96.84 (294 94.45 (2949 91.21 (292) 88.05 (290) 84.70 (2.88) 81.67 (2.86)
2.69 (260) 5.07 259 819 258 11.05 257) 13.99 (255 16.64 (2.54)
047 (126 048 (124 0.60 (122) 090 (122 131 a2 1.69 (1.21)
96.33 (294 92.18 (292) 87.07 (290) 81.74 (2.86) 76.76 (2.82) 72.54 (2.78)
344 259 746 257 1240 (255 17.26 (252) 21.58 (249) 25.22 (2.46)
023 (123 036 (1200 0.53 (1.13) 099 1.17) 1.66 (1.15 224 (1.15)
94.65 (294 89.60 (291) 82.60 (287) 75.72 (2.81) 68.84 (2.74) 63.39 (2.68)
520 58 1027 (55 16.93 (251) 2326 (247) 29.13 (242) 33.74 (2.37)
0.15 (1200 0.13 (.15 047 (1.12) 1.02 (1.100 2.04 (1.09 2.87 (1.08)
86.83 (290) 77.92 (283) 69.41 (2750 61.52 (2.66) 54.43 (2.55)
(2.53) 29.54 (241) 36.28 (2.33) 42.15 (2.26)
1.05 1.04) 220 (1.02) 342 1.01)
74.14 (2.80) 63.28 (2.68) 53.71 (254 45.13 (239)
(2.43) 43.54 (223) 50.55 .10
275 (096) 432 (0.94)
31.58 (2.07)
63.07 (1.84)
5.35 (0.82)
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E. Interval Estimates

In this section, we present interval estimates corresponding to some of the simulations that
we present in the paper. In particular:
e The results in Table IA.VIII correspond to the simulation results presented in Table I in the
paper.
e The results in Table IA.IX correspond to the simulation results presented in Table V in the paper.
In Tables IA.VIII and TA.IX we present, for each data generating process, the interval that contains

90% of the estimated proportions across 1,000 repetitions.
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Table IA.VIIL: Interval Estimates of Alpha Group Proportions — Baseline

Interval estimates corresponding to the simulations presented in Table I in the paper, i.e., simulations in
which nonzero as (expressed as annualized percentages) are generated from a variety of discrete distributions
(a ~ 7%+ ~d; + 7r+5;'). Across rows, the DGPs differ in the true proportions 7°, 7 =, and 7 * (written
in the table’s leftmost column), and across columns they differ in the distance a of nonzero as from zero
(written in the table’s top row). For each DGP, we conduct 1,000 simulations and calculate the estimated
proportions from the FDR methodology. In the table, we report the interval that contains 90% of the estimated
proportions across the 1,000 simulations. The results corresponding to the DGP used by BSW are enclosed
in a border.

a=10 a=15 a=20 o=25 a=3.0 o=35

DGP A-D-1: z° =93.75% (93.4,99.9)  (92.9,99.9) (91.3,99.9) (90.7,99.9) (90.0,99.6) ( 89.8, 98.7)
T~ = 575% (00, 37 (00, 46) (00, 5.6) (0.0, 65) (04, 7.0 ( 1.3, 7.2)
T = 0.50% (00, 400 (00, 35 (00, 38) (0.0, 39 (0.0, 39 ( 00, 39

DGP A-D-2: 7° =87.50%  (91.8,99.9) (89.9,99.7) (87.5,96.8) (85.8,95.3) (84.6,94.3)  ( 83.8, 92.5)
7~ =1150% (00, 50) (03, 73) (32,93 (47,109 (57,11.90 ( 75, 12.9)
zt= 100% (00, 42) (00, 3.1) (00, 42) (00, 43) (00, 46) ( 00, 43)

DGP A-D-3: 70 =75.00%  (90.4,99.6) (85.8,94.5) (80.2,89.5) (76.4,85.6) (73.8,83.1) [( 722, 80.6)
7~ =23.00% (04, 86) (55,12.3) (105,16.6) (14.4,199) (16.8,22.3) |(19.2, 23.2)
xt = 200% (00, 2.1) (00,29 (00, 41) (00, 46) (00, 54 |( 00, 53)

DGP A-D-4: 7° =62.50% (87.2,96.8) (80.2,90.1) (72.9,81.0) (66.3,75.3) (62.9,71.4) ( 60.1, 67.7)
= =34.50% (33,11.2) (99,17.5) (18.5,23.3) (24.0,28.8) (27.8,32.0) ( 30.5, 33.9)
t = 3.00% (00, 2.1) (0.0, 35 (00, 49 (0.0, 58 (0.0, 6.2) ( 06, 64

DGP A-D-5: 70 =50.00%  (85.2,952) (74.6,84.4) (66.4,74.3) (57.4,66.0) (52.9,60.5) ( 49.2, 56.8)
1™ =46.00% ( 48,13.7) (15.6,22.9) (253,30.7) (33.0,372) (38.2,42.0) ( 41.2, 44.6)
zt = 400% (00, 1.I) (00, 31) (00,45 (00, 63) (05,65 ( 1.6, 7.0)

DGP A-D-6: 7z° =37.50%  (81.5,91.1) (69.6,79.4) (58.2,66.7) (48.1,56.6) (41.4,49.2)  ( 37.6, 44.4)
T~ =5750% ( 89,17.6) (20.6,28.3) (32.5,382) (41.6,46.1) (47.9,52.1) (519, 55.4)
xt= 500% (00, 07 (00,31 (00,50 (09,65 (23,77 ( 31, 79

DGP A-D-7: 70 =25.00%  (79.8,89.6) (64.9,74.2) (49.9,58.7) (39.4,46.4) (31.3,36.8) ( 26.7, 32.1)
7T =69.00%  (10.4,19.9) (25.8,33.4) (40.3,453) (50.0,54.8) (58.1,61.6)  ( 62.5, 65.8)
zt = 6.00% (00, 04) (00,26 (00,51 (27,68 (41, 84) ( 44, 82

DGP A-D-8: 7° = 625%  (76.0,852) (57.1,67.5) (39.3,483) (24.4,32.5) (149,20.6) ( 9.7, 14.0)
T~ =8625%  (14.8,24.0) (32.5,422) (50.1,56.1) (63.2,68.5) (73.0,76.6)  ( 79.1, 82.0)
zt = 750% (00, 0.0) (00,200 (07,58 (38,79 (58, 92 ( 66, 92
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Table IA.IX: Interval Estimates of Alpha Group Proportions — Unbalanced Panel

Interval estimates corresponding to the simulations presented in Table V in the paper, i.e., simulations in
which the sample of funds is an unbalanced panel and nonzero as (expressed as annualized percentages) are
generated from a variety of discrete distributions (@ ~ 7°6° + 7 =3, + 7 *63). Across rows, the DGPs differ
in the true proportions 7°, 7=, and 7+ (written in the table’s leftmost column), and across columns they
differ in the distance a of nonzero as from zero (written in the table’s top row). For each DGP, we conduct
1,000 simulations and calculate the estimated proportions from the FDR methodology. In the table, we report
the interval that contains 90% of the estimated proportions across the 1,000 simulations.

a=1.0 a=15 a=20 o=25 a=3.0 oa=35

DGP A-D-1: 7° =93.75% (95.2,99.9) (955,99.9) (939,99.9) (92.1,99.9) (92.1,99.9) (92.3,99.9)
T~ = 575% (00, 300 (00, 300 (00, 39 (0.0, 50 (0.0, 54 (0.0, 59
t = 0.50% (00, 25 (00, 24 (00, 36) (0.0, 34 (0.0, 32) (0.0, 2.8

DGP A-D-2: z° =87.50% (94.7,99.9) (93.1,99.9) (91.6,99.2) (89.1,97.8) (88.4,96.3) (87.4,95.4)
= =11.50% (00, 34 (00, 500 (08, 64) (22,78 (37,87 (46,97
t = 1.00% (00, 21) (0.0, 25 (00, 26) (0.0, 36) (0.0, 34 (0.0, 34

DGP A-D-3: 70 =75.00%  (93.1,99.9) (90.6,98.8) (87.7,95.7) (84.3,91.8) (81.5,89.2) (78.8,86.8)
T~ =23.00% (00, 56) (12,74 (43,112) (80,135 (108,159) (13.1,17.6)
xt= 200% (00, 1.8 (00, 200 (00,22 (00,34 (00, 36 (00, 43)

DGP A-D-4: 70 =62.50%  (92.3,99.9) (87.4,96.7) (83.4,91.7) (78.4,86.0) (74.2,81.7) (70.2,77.8)
T~ =3450% (00, 7.4) (33,11.2) (83,152) (14.0,19.1) (18.0,22.7) (21.7,26.2)
zt = 3.00% (00, 1.2) (00, 1.5) (00, 21) (00,35 (00, 38 (00, 46)

DGP A-D-5: 70 =50.00%  (91.3,98.9) (85.2,92.9) (79.1,87.1) (72.6,80.3) (67.1,747) (62.2,69.3)
1™ =46.00% (1.1, 86) (7.0,13.8) (129,199 (19.7,25.6) (25.3,29.9) (29.7,34.1)
zt = 400% (00, 04 (00, 1.I) (00, 1.7) (00, 3.1) (00, 38 (0.1, 46)

DGP A-D-6: 70 =37.50%  (89.1,98.0) (82.7,91.1) (75.2,82.9) (67.1,74.9) (59.4,67.4) (53.8,61.1)
T~ =5750% ( 2.0,10.5) ( 8.9,169) (17.1,24.0) (25.1,31.0) (32.4,36.9) (37.9,42.2)
xt = 500% (00, 02) (00, 06) (00, 1.5 (00,27 (00, 43) (05, 51

DGP A-D-7: 70 =25.00%  (88.1,96.2) (80.1,88.4) (70.7,79.3) (61.2,68.7) (52.3,59.7) (45.2,52.3)
7T =69.00% (3.8,11.7) (11.6,19.8) (20.7,28.6) (31.2,36.7) (39.4,44.2) (45.3,50.1)
zt = 6.00% (00, 000 (00,01 (00, L.LI) (00, 29 (02, 48 (18, 5.8)

DGP A-D-8: 70 = 625%  (86.5,94.9) (76.0,84.0) (64.9,72.4) (51.5,59.6) (41.7,48.8) (32.2,38.9)
T~ =8625% (5.1,13.5) (16.0,24.0) (27.6,347) (40.1,46.0) (49.9,54.7) (57.6,62.3)
zt= 750% (00, 00) (00, 00 (00, 06 (00,29 (04, 47) (23, 6.5)
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F. Coverage Probability of Confidence Intervals

In this section, we present results on the coverage probabilities of the confidence intervals
corresponding to the simulation results presented in Table I in the paper. That is we present, for
each data generating process, the percentage (across 1,000 repetitions) of samples such that the
true proportion is contained in the confidence interval constructed by the FDR methodology. For
example, to calculate the coverage probability of the 90% confidence interval for z°, we calculate
the proportion of samples such that the true value of 7 is contained in the interval 7° £ 1.645-6 50,
where 7 is the FDR estimate of 7° and 60 is the analytic standard deviation of this estimate.
In Tables IA.X, TA.XI, and IA.XII we present, respectively, the coverage probabilities for the 90%,
95%, and 99% confidence intervals constructed by the FDR methodology.
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Table IA.X: Proportion of 90% Confidence Intervals Containing True Proportions of Alpha Groups

Results corresponding to the simulations presented in Table I in the paper, i.e., from simulations in which
nonzero os (expressed as annualized percentages) are generated from a variety of discrete distributions
(0 ~ 79" + 776, + n 7). Across rows, the DGPs differ in the true proportions 7%, 7 =, and z + (written
in the table’s leftmost column), and across columns they differ in the distance a of nonzero as from zero
(written in the table’s top row). In the table, we report the percentage (across 1,000 repetitions) of samples
such that the true proportion is contained in the 90% confidence interval constructed by the FDR methodology
(e.g., for 70, itis #°041.645-6;0). Each cell of the table is shaded, with darker (lighter) shades corresponding
to cases in which the actual percentage of confidence intervals containing the true value is farther (closer) to
the nominal coverage of 90%. The results corresponding to the DGP used by BSW are enclosed in a border.

oa=10 a=15 a=20 a=25 a=30 a=35

DGP A-D-1: 7° =93.75% 49.50% 65.50% 79.00% 85.00% 89.00% 91.50%
T~ = 575% 38.00% 59.00% 77.50% 86.00% 90.00%  94.00%
zt = 0.50% 87.50% 90.50% 84.00% 83.00% 86.00%  85.00%

DGP A-D-2: z° =87.50% 52.50% 76.00% 85.50%  92.50%
= =11.50% 45.00% 78.00% 89.00%  97.00%

t = 1.00% 92.00% 95.50% 88.50% 85.00% 83.50%  88.50%

DGP A-D-3: 7° =75.00% 70.00% | 90.50%
= =23.00% 75.00% | 96.50%

= 2.00% 83.00% 69.50% 66.00% 74.00% 71.00% | 69.00%

DGP A-D-4: 7° = 62.50% 48.50%  87.50%
T~ =34.50% 94.50%
T = 3.00% 56.50% 62.50% 74.00%
DGP A-D-5: 7z° =50.00% 75.00%
= =46.00% 72.00%
t = 4.00% 61.50% 62.50% 75.00%

DGP A-D-6: 79 =37.50% 59.50%
T~ =57.50%

t = 5.00%

DGP A-D-7: 7% =25.00%
T~ = 69.00%
t = 6.00%

58.50% 79.00%  76.50%

DGP A-D-8: 79 = 6.25%
T~ =86.25%

t = 7.50% 43.50%
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Table IA.XI: Proportion of 95% Confidence Intervals Containing True Proportions of Alpha Groups

Results corresponding to the simulations presented in Table I in the paper, i.e., from simulations in which
nonzero os (expressed as annualized percentages) are generated from a variety of discrete distributions
(a0 ~ %" + 7737 + nT5F). Across rows, the DGPs differ in the true proportions z°, 7 =, and 7+ (written
in the table’s leftmost column), and across columns they differ in the distance a of nonzero as from zero
(written in the table’s top row). In the table, we report the percentage (across 1,000 repetitions) of samples
such that the true proportion is contained in the 95% confidence interval constructed by the FDR methodology
(e.g., for 70, itis #°41.960-G;0). Each cell of the table is shaded, with darker (lighter) shades corresponding
to cases in which the actual percentage of confidence intervals containing the true value is farther (closer) to
the nominal coverage of 95%. The results corresponding to the DGP used by BSW are enclosed in a border.

oa=10 a=15 a=20 a=25 a=30 a=35

DGP A-D-1: 7° =93.75% 63.50% 76.00% 89.50% 92.50% 95.00%  98.00%
T~ = 575% 57.50% 73.50% 88.50% 92.50% 94.50%  97.50%
zt = 0.50% 92.00% 92.50% 89.50% 88.50% 88.50%  89.50%

DGP A-D-2: 7° =87.50% 66.00% 87.00% 92.00% 99.00%
= =11.50% 60.50% 88.00% 92.50%  99.00%

t = 1.00% 93.00% 97.00% 90.00% 90.00% 87.00%  90.00%

DGP A-D-3: 7° =75.00% 48.00% 79.50% | 94.00%
= =23.00% 85.50% | 97.50%

= 2.00% 99.50% 98.50% 96.00% 93.00% 91.50% | 87.50%

DGP A-D-4: 70 =62.50% 62.50%  95.00%
= =34.50% 53.00% 97.50%
t = 3.00% 66.00% 72.50% 74.50% 78.00%

DGP A-D-5: 79 = 50.00% 85.00%
T~ = 46.00% 89.50%
t = 4.00% 4250% 68.50% 71.00%  85.00%
DGP A-D-6: 79 =37.50% 72.00%
T~ =57.50% 67.00%
t = 5.00% 80.00%

DGP A-D-7: z° =25.00%
T~ = 69.00%
v = 6.00%

86.00%

67.00% 85.00%

DGP A-D-8: 79 = 6.25%
T~ = 86.25%
= 7.50%
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Table IA.XII: Proportion of 99% Confidence Intervals Containing True Proportions of Alpha Groups

Results corresponding to the simulations presented in Table I in the paper, i.e., from simulations in which
nonzero os (expressed as annualized percentages) are generated from a variety of discrete distributions
(a0 ~ %" + 7737 + nT5F). Across rows, the DGPs differ in the true proportions z°, 7 =, and 7+ (written
in the table’s leftmost column), and across columns they differ in the distance a of nonzero as from zero
(written in the table’s top row). In the table, we report the percentage (across 1,000 repetitions) of samples
such that the true proportion is contained in the 99% confidence interval constructed by the FDR methodology
(e.g., for 70, itis #°042.575-6;0). Each cell of the table is shaded, with darker (lighter) shades corresponding
to cases in which the actual percentage of confidence intervals containing the true value is farther (closer) to
the nominal coverage of 99%. The results corresponding to the DGP used by BSW are enclosed in a border.

a=10 a=15 a=20 =25 a=30 a=35

IS

DGP A-D-1: 7° =93.75% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
T~ = 575% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
rt = 0.50% 94.50%  96.50%  95.50%  93.50%  94.50%  95.00%

DGP A-D-2: 7° =87.50% 53.00%  83.00% 94.50%  97.50% 100.00%
r~ =11.50% 47.50%  83.00%  94.50%  98.50% 100.00%

t = 1.00% 96.00%  98.00%  95.50%  94.00%  93.50%  95.00%

DGP A-D-3: z° =75.00% 73.00%  93.00% | 98.50%
r~ = 23.00% 71.50%  96.00% | 99.50%

T = 2.00% 100.00%  99.00%  99.00%  97.50%  94.00% | 93.50%

DGP A-D-4: 7° = 62.50% 84.00%  98.00%
r~ =34.50% 89.00% 100.00%

= 3.00% 92.50%  67.50% 80.50%  87.50%  86.00%  89.50%

DGP A-D-5: 79 =50.00% 56.00%  95.00%
T~ =46.00% 99.50%
T = 4.00% 62.00% 80.00%  89.50%  92.00%
DGP A-D-6: 79 =37.50% 91.00%
T~ =57.50% 93.00%
T = 5.00% 78.50% 91.00%

DGP A-D-7: z° =25.00% 68.00%
T~ = 69.00% 52.00%
t = 6.00% 81.50%  94.50%  96.00%

DGP A-D-8: 7% = 6.25%
T~ =86.25%

t = 7.50% 95.00%
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